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Este curso introduce a estudiantes y profesionales de las ciencias sociales en el uso de técnicas com-
putacionales para el analisis de grandes voliimenes de informacién textual. En un contexto en el que los
discursos de politica publica, las noticias y las redes sociales ocupan un lugar central en la comprension
de los fenémenos sociales, el andlisis computacional de texto se ha convertido en una herramienta clave
para la investigacién empirica.

Se trata de un curso introductorio que articula enfoques provenientes del Natural Language Process-
ing (NLP), el machine learning y las ciencias sociales, con énfasis en aplicaciones practicas al andlisis
del discurso politico, la detecciéon de sentimientos y la comunicacién de politicas ptblicas. A lo largo
del curso, los participantes aprenderdn técnicas esenciales de preprocesamiento textual (tokenizacion,
stemming y eliminacién de stopwords), asi como metodologias basicas de aprendizaje no supervisado,
aprendizaje supervisado y NLP neuronal.

Objetivos del curso

Al finalizar el curso, los estudiantes seran capaces de:
e Aplicar herramientas computacionales para analizar grandes corpus textuales.
e Utilizar modelos estadisticos y de machine learning para representar y analizar contenido textual.

e Interpretar fendmenos sociales a partir de datos textuales de manera critica y metodoldgicamente
informada.

Estructura del curso

Clase 1: Introduccion a Machine Learning y Analisis de Texto

e Introduccion a Text as Data en las ciencias sociales.

e Procesamiento y comparacion de textos: librerias para tokenizacién y vectorizacion.
Referencias

Justin Grimmer, Margaret E. Roberts y Brandon M. Stewart, Text as Data: A New Framework for
Machine Learning and the Social Sciences (Princeton, NJ: Princeton University Press, 2022).

Clase 2: Preprocesamiento de Texto y Aprendizaje No Supervisado

o Web scraping para la recoleccion de datos textuales.
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e Aprendizaje no supervisado: modelos de topicos.
Referencias

Roberts, M.E., Stewart, B.M., Tingley, D., Lucas, C., Leder-Luis, J., Gadarian, S.K., Albertson, B. and
Rand, D.G. (2014), Structural Topic Models for Open-Ended Survey Responses. American Journal of
Political Science, 58: 1064-1082.

Clase 3: Aprendizaje Supervisado
e Diccionarios, léxicos y palabras clave.
e Analisis de sentimientos.
o Keyword-Assisted Topic Models.
Referencias

Bestvater SE, Monroe BL. Sentiment is Not Stance: Target-Aware Opinion Classification for Political
Text Analysis. Political Analysis. 2023;31(2):235-256.

Eshima, S., Imai, K. and Sasaki, T. (2024), Keyword-Assisted Topic Models. American Journal of
Political Science, 68: 730-750.

Young, L., Soroka, S. (2012). Affective News: The Automated Coding of Sentiment in Political Texts.
Political Communication, 29(2), 205-231.

Clase 4: NLP Neuronal y Embeddings

e Word2Vec y GloVe.

e Modelos de regresién con embeddings (Embedding Regression).
Referencias

Rodriguez, P. L., Spirling, A., & Stewart, B. M. (2023). Embedding Regression: Models for Context-
Specific Description and Inference. American Political Science Review, 117(4), 1255-1274.

Rodriguez, P. L., & Spirling, A. (2022). Word Embeddings: What Works, What Doesn’t, and How to
Tell the Difference for Applied Research. The Journal of Politics, 84(1), 101-115.

Clase 5: Trabajo final y presentacion de pésters

Actividad de cierre del curso orientada a la aplicacién practica de las herramientas aprendidas. Los/as
participantes desarrollaran un analisis de texto aplicado a un problema social, institucional o comu-
nicacional, utilizando al menos dos de las técnicas vistas en el curso (preprocesamiento, aprendizaje
supervisado o no supervisado, embeddings). El trabajo se presentard en formato péster, enfatizando la
claridad en la comunicacion de resultados, la interpretacién sustantiva y la reflexién critica sobre las
limitaciones del andlisis.




